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Abstract. Process capability has long been recognized as an important performance measure to 

prove how well the process meets the requirements. Process capability can be improved by 

applying dual response approach, to determine optimal input factors. Using of artificial 

intelligence can optimize the prediction of the best input combination with a limited number of 

experiments. This study proposes an alternatives procedure using a dual response approach and 

artificial intelligence. One of the most common robust design models has been formulated to 

minimize variability while maintaining the mean on the desired target. A study case was selected 

to implement the proposed approach and compare it with conventional optimization models to 

show the improvement in procedures. 

 

1. Introduction 

Process capability has long been recognized as an important performance measure to prove how well 

the process meets the requirements. Process capability can be improved by applying dual response 

approach (DRA) to determine the optimal combination of input factors. Artificial intelligence can 

optimize the prediction of the best input combined with a limited number of experiments.  

It has been a regular execution to set a target level of process capability. Some indices have been 

performed to quantify the capability, and the most frequently used process capability indices (PCI) are 

Cpk and Cpm. The setting of input variables maximizing process capability possibly obtained through 

optimization modeling. 

Kwon et.al. [2008] have proposed optimization strategy for robust design based on desirability 

function introduced by Harrington [1965], 

Min  (𝑑𝜇𝑥𝑑𝜎)
1/2 

s.t.     𝜇𝑚𝑖𝑛 <  𝜇̂(𝑥) < 𝜇𝑚𝑎𝑥  

𝜎𝑚𝑖𝑛 <  𝜎̂(𝑥) < 𝜎𝑚𝑎𝑥  

x ∈  Ω 

where the desirability functions for the process mean and standard deviation (SD) are indicated by dµ,  

and dσ, . 

However, it is often that decision makers may confront with difficulties in assigning the weights and 

coefficients related with preference of individual objectives [Kim and Cho, 2005].  

… (1) 

The 1st International Conference on Sustainable Engineering Practices (IConSEP) Penerbit Fakultas Teknik
Universitas Sam Ratulangi

Journal of Sustainable Engineering: Proceedings Series 1(1) 2019 doi:10.35793/joseps.v1i1.16

This paper and its contents may be used under the terms of Creative Commons Attribution 4.0 license. Any further
distribution of this paper must maintain attribution to the author(s), title, journal citation and DOI. 117

Published under license by Penerbit Fakultas Teknik Universitas Sam Ratulangi, Manado.

https://doi.org/10.35793/joseps.v1i1.16
https://creativecommons.org/licenses/by/4.0/


Arungpadang and Kim [2012] have used robust parameter design and back propagation neural network 

(BPNN) based on historical data. Some limitations can be found in the step of BPNN training, where 

BPNN is often trapped in the minimum local due to the use of gradient descent [Ma and Su, 2010]. 

Combination research between neural network and genetic algorithm began in around 1988s. The use 

of GA aims to improve the performance of NNs through determining the optimal NN architecture or 

setting parameters as an alternative to optimizing networks [Sexton et.al., 2004]. This combination (NN-

GA) is very well used for integrated process modeling and optimization, especially for complex process 

models. This study proposes the use of capability indices as an optimization metric for the purpose of 

process design optimization. 

2. Hybrid BPNN-GA Procedure 
The DRA based hybrid NN-GA using in this study consists of three stages, firstly, happenstance (or 

experimental) data are collected to construct a BPNN to represent the input-response relationship, based on 
the predicted mean and SD responses, for a given setting of input factors within the feasible solution space. 
Secondly, the population initialization is conducted. Afterwards, the fitness computation and scaling are carried 
out. Then GA’s procedures are applied. Finally, the optimum parameter set are obtained based on the mean 
and SD response. The overall procedure of the proposed approach is described in Figure 1. 
 

 

Figure 1: Hybrid BPNN-GA approach 

 

2.1. Construct and Training BPNN 

Determine experimental data used for training and testing the BPNN model. Establish the network 

architecture (input, hidden, and output layers). Search the optimal network architecture and confirm that 

the network is not overfitted. Convert the experimental input and output data to number within the range 

[-1, 1]. The normalization is performed in order to avoid mismatch between the influence of some input 

values and the network weights and biases. Then, train the network using the normalized data by 

utilizing a training function of Levenberg-Marquardt.  
 

2.2. Population Initializing, Fitness Computation and Scaling 

Adjust the initial generation index to zero, the populatian number and the number of independent 

variables. Generate a random initial population. Every individual has vector entries with certain lengths 
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which are divided into many segments. Next, the performance of the solution vector in the current 

population is computed by using a fitness function. Convert the solution vector to number [-1,1]. Then, 

the vector is entered as an input vector to the training process to obtain the corresponding outputs. After 

that, scale the raw fitness scores to values in a range that is appropriate for the selection function. In the 

GA, the selection function applies the scaled fitness values to pick the parents for the next generation. 

The performance of the GA is affected by the range of the scaled values. The scaling function employed 

in this algorithm is based on the rank of each individual by its score. Lower raw scores have higher 

scaled values since the algorithm minimizes the fitness function. 

2.3. Genetic Algorithms Procedures 

Select the parents based on their scaled values by taking the selection function. The selection function 

specifies a higher probability of selection to individuals with higher scaled values. Each individual can 

be chosen more than once as a parent.  

Options of reproduction specify how the GA produces children for the next generation from the parents. 

Elite count specifies the number of individuals with the best fitness values that are assured to withstand 

to the next generation. Arrange elite count to be a positive integer within the range (elite children). Cross 

over fraction decides the fraction of each population that are produced by crossover. The rest of 

individuals in the next generation are produced by mutation. Set crossover fraction to be a fraction 

between 0 and 1. Cross over allows the algorithm to extract the best genes from different individuals. 

That process occurs by choosing genes from a pair of individuals in the current generation and 

recombining them. The output is potentially superior children for the next generation. The probability 

is equal to cross over fraction. Mutation function performs small random changes. It gives genetic 

diversity and therewith increases the possibility to create individuals with better fitness values.  

The recent population is replaced with the children to form the next generation since the reproduction is 

made. Next process is the increment of the generation index (Gen = Gen + 1). Then, repeat the fitness 

computation stage to increment of generation stage, until convergence is achieved. The algorithm stops 

if one of the following five conditions is met. They are fixed generations, fitness limit, times limit, stall 

generations or stall time limit. If the convergence criterion is achieved, the children with the highest 

ranking based on the fitness value are decided to be the optimal parameter set of the population. 

 

3. Process Capability Procedure 

Based on procedures have explained before, optimum setting can be obtained. The optimum parameter 

set can be processed using optimization metric to maximize the process capability of the least capable 

process. The procedure of the proposed approach is described in Figure 2. 

 

Figure 2: BPNN-GA to Process Capability Procedure 

The 1st International Conference on Sustainable Engineering Practices (IConSEP) Penerbit Fakultas Teknik
Universitas Sam Ratulangi

Journal of Sustainable Engineering: Proceedings Series 1(1) 2019 doi:10.35793/joseps.v1i1.16

119

https://doi.org/10.35793/joseps.v1i1.16


 

Process capability index is determined by [Plante, 2001],  

𝐶𝑝𝑘
(𝑖)

 = min {𝐶𝑝𝑢
(𝑖)
, 𝐶𝑝𝑙

(𝑖)
} = min {

𝑈𝑆𝐿𝑖−𝜇𝑖

3𝜎𝑖
,
𝜇𝑖−𝐿𝑆𝐿𝑖

3𝜎𝑖
} 

 

 

4. Illustrative Example 

To perform the proposed procedure in Figure 1 and Figure 2, a case study in Arungpadang and Kim 

(2013a) and  Arungpadang and Kim (2013b) are followed-up. A pharmaceutical process in Subramanian 

et al. (2004), discussed about cytarabine liposomes, had three input variables. They are drug/lipid molar 

ratio (X1), PC/Chol in percentage ratio of total lipids (X2), and the volume of hydration medium (X3). 

The output variable of interest is the percentage drug entrapment (PDE) of which mean and standard 

error of mean (SEM) are also given. 

  Global Optimization Toolbox of Matlab 2012b provides methods to search for global 

solutions for problems that contain multiple maxima or minima, which includes the GA solvers. This 

solver supports algorithmic customization. A custom GA variant can be created by modifying initial 

population and fitness scaling options or by defining parent selection, crossover, and mutation functions.  

In the next step, hybrid BPNN-GA model is simulated to obtain the optimal parameter within the feasible 

solution space of the system. The values of the three input variables are set as continuous and fall in the 

range [-1,1]. The operational conditions of GA are set as: population size, cross over fraction, number 

of generation, fitness scaling function, selection function, crossover function, mutation function and 

mutation probability. The display of coding in m-file and the running result windows from hybrid 

BPNN-GA model can be seen in Figure 3. 
 

 

Figure 3: Matlab’s m-file and result 

 
 

5. Discussion 

Referring to the analysis, hybrid BPNN-GA model can predict quite well the mean and SD value. The 

result needs to be validated by conducting a confirmation experiment to see if the desired responses are 

obtained. The most important thing is hybrid BPNN-GA model gives an alternative method to solve and 

predict the optimal parameters despite limited number of experimental runs, which allows decision 

making to be taken quickly, reduces the total cost and shorten the process time. 

Using the equation (2) as an objective function, an optimization model for process capability is written 

as, 

Max  𝛿 

s.t.  𝐶̂𝑝𝑢(𝑥)= 
𝑈𝑆𝐿−𝜇̂(𝑥)

3𝜎̂(𝑥)
≥ 𝛿 

… (3) 

… (2) 
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           𝐶̂𝑝𝑙(𝑥)= 
𝜇̂(𝑥)−𝐿𝑆𝐿

3𝜎̂(𝑥)
≥ 𝛿 

            x ∈  Ω 

Eq. (3) can be more appealing in practical applications because this capability indices are widely applied 

as a key performance measure. Using this equation, no need any information regarding importance 

preference. Most companies designate a desirable level of process capability.  

 

 

Assume that at least 77.0% of PDE is required for this process, the output variable is the larger-the-

better characteristic and the lower specification limit is given by 77.0. The optimal solution to the 

optimization model in equation (3) is ( X 1, X 2, X 3)  = (1:12.41; 60.8:39.2; 1.75ml) with the mean of 

84.58 and the SD of 1.79, which induces the process capability (Cpk) of 1.41. For desirability model in 

eq. (1) requiring more information from decision maker to set up the optimization model. Assume that 

user requirements, r = s = t = 1.0, µ min = 77.0, τ  = 85.0, σ min = 1.0, and σ max = 2.5. The optimal solution 

to the model in eq. (1) is ( X 1, X 2, X 3)  = (1:13; 60:40; 2ml) with the mean of 81.92 and the SD of 

1.43, of which process capability is only 1.14. Although the SD of the PCI-based model is larger than 

the desirability-based model, a more capable process can be realized without more information from 

the decision maker. 

6. Conclusion 

A DRA to robust design have investigated using the process capability as an optimization metric to 

produce a compromise solution. It has been shown that the PCI-based robust design provides a more 

capable process. Furthermore, the model does not need more information considering decision makers’ 

input. This approach may be useful in many practical applications where the process capability is an 

important criterion in process or product design. 
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